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Abstract. A chain rule in the space L1 (div; Ω) is obtained under weak regularity con-
ditions. This chain rule has important applications in the study of lower semicontinuity
problems for general functionals of the form

∫
Ω

f(x, u, ∇u) dx with respect to strong con-
vergence in L1 (Ω) . Classical results of Serrin and of De Giorgi, Buttazzo and Dal Maso
are extended and generalized.

1. Introduction

It is well known that if h : R → R is a Lipschitz continuous function, then for every
function u ∈ W 1,p (Ω) , where Ω ⊂ RN is an open bounded set and 1 ≤ p ≤ ∞,
the composition function v = h ◦ u : Ω → R belongs to W 1,p (Ω) . Moreover,
if the function h is of class C1, then it is easy to see that the classical chain rule
formula holds, that is

∇v (x) = h′ (u (x)) ∇u (x) for LN a.e. x ∈ Ω. (1.1)

If the function h is only Lipschitz, then the right side of (1.1) may not be defined
since h′ may not exist everywhere. However, by Rademacher’s Theorem we know
that the set M := {u ∈ R : h′ (u) does not exist} is L1-null. Thus

∇u (x) = 0 for LN a.e. x ∈ u−1 (M) , (1.2)

and in turn the right side of (1.1) is always well defined provided h′ (u (x)) ∇u (x)
is interpreted to be zero whenever ∇u (x) = 0, irrespective of whether h′ (u (x))
is defined. With this convention the chain rule formula (1.1) was first proved by
Serrin [46] (see also [8,10,19] and [41]).

Property (1.2) is a consequence of the following crucial result:

Theorem 1.1 Let E be a set of R. Then the following are equivalent:

(i) H1(E) = 0;
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(ii) for all N ∈ N and for any u ∈ W 1,1
loc (RN )

∇u (x) = 0 for LN a.e. x ∈ u−1(E); (1.3)

(iii) for all N ∈ N and for any u ∈ BVloc(RN )

Du (x) = 0 for |Du| a.e. x ∈ ũ−1(E) ∩ Lu,

where |Du| , ũ andLu are, respectively, the total variation of the distributional
derivative Du, a precise representative and the set of Lebesgue points of u.

The equivalence (i) ⇐⇒ (ii) follows e.g. from a result of Serrin and Varberg
[48] (see Theorem 2.6 below) in the case N = 1, while the general case N > 1
may be obtained from a slicing argument (see the work of Marcus and Mizel [41]).
A different proof of the implication (i) ⇒ (ii) may be found in the paper [10] of
Boccardo and Murat (see also [8] for some recent extensions). The implication (i)
⇒ (iii) is due to Dal Maso, Lefloch and Murat [19].

The situation is significantly more complicated in the vectorial case, namely
when h : Rd → Rm is a Lipschitz continuous function with d > 1. In this case
we still have that for every function u ∈ W 1,p

(
Ω; Rd

)
the composition function

v = h ◦ u belongs to W 1,p (Ω; Rm) . However, if we define

M1 :=
{
u ∈ Rd : ∇uh (u) does not exist

}
, (1.4)

(i.e. u ∈ M1 if and only if at least one of the partial derivatives ∂hi

∂uj
does not exist

at u), then again by Rademacher’s Theorem we have that Ld (M1) = 0, but the
analogous of property (1.3) is false for Ld-null sets E ⊂ Rd as before. Hence in
the vectorial chain rule

∇v (x) = ∇u h (u (x)) ∇u (x) for LN a.e. x ∈ Ω (1.5)

the expression ∇uh(u(x))∇u(x) may not be defined. Indeed, let d = 2, N =
m = 1, Ω = (0, 1) and consider the functions (cf. [41])

h (u) := max {u1, u2} for u = (u1, u2) ∈ Rd

and
u (x) := (x, x) for x ∈ (0, 1) .

Then v (x) := (h ◦ u) (x) = x so that v′ (x) = 1 while the right side of (1.5) is
nowhere defined.

More recently Ambrosio and Dal Maso [3] have proved the following weaker
form of the chain rule:

Theorem 1.2 LetΩ ⊂ RN be an open bounded set, 1 ≤ p ≤ ∞, and let h : Rd →
Rm be a Lipschitz continuous function. Then for every function u ∈ W 1,p

(
Ω; Rd

)
the composition function v = h ◦ u belongs to W 1,p (Ω; Rm) and for LN a.e.
x ∈ Ω the restriction of the function h to the affine space

Tu
x :=

{
w ∈ Rd : w = u (x) + ∇u (x) z for some z ∈ RN

}
is differentiable at u (x) and

∇v (x) = ∇u(h|Tu
x
) (u (x)) ∇u (x) . (1.6)
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Theorem 1.2 leaves us with an important open problem: to establish under which
additional conditions on the function h the right side of (1.6) coincides with right
side of (1.5), in other words to find necessary and sufficient conditions on h for the
classical chain rule (1.5) to hold. A first step in this direction is to understand for
which sets E ⊂ Rd property (1.3) holds, namely under what hypotheses on E we
have that for every u ∈ W 1,p

(
Ω; Rd

)
there holds

∇u (x) = 0 for LN a.e. x ∈ u−1(E). (1.7)

This problem was studied by Marcus and Mizel [41] who proved that property (1.7)
holds if the set E ⊂ Rd has the null intersection property, that is

H1(E ∩ w(I)) = 0 (1.8)

for any absolutely continuous function w : I → Rd, where I ⊂ R is an in-
terval. Property (1.8) turns out to be equivalent to the important notion of H1-
unrectifiability (see e.g. [29]). We recall that a set E is purely H1-unrectifiable
if

H1(E ∩ w(R)) = 0 (1.9)

for any Lipschitz function w : R → Rd. Indeed we have the following result:

Theorem 1.3 Let E be a set of Rd. Then the following are equivalent:

(i) E is purely H1-unrectifiable;
(ii) E has the null intersection property (1.8);

(iii) H1(E ∩ w(R)) = 0 for any function w ∈ BVloc(R; Rd) ∩ C(R; Rd);
(iv) for all N ∈ N and for any u ∈ W 1,1

loc (RN ; Rd)

∇u (x) = 0 for LN a.e. x ∈ u−1(E); (1.10)

(v) for all N ∈ N and for any u ∈ BVloc(RN ; Rd)

∇u (x) = 0 for LN a.e. x ∈ ũ−1(E),

where ∇u is the Radon–Nikodym derivative of the distributional derivative
Du of u, with respect to the Lebesgue measure LN and ũ is a precise repre-
sentative of u.

The equivalences (i) ⇐⇒ (ii) ⇐⇒ (iii) follow from a result of Choquet (cf.
Theorem 16 in [17]); the implication (ii) ⇒ (iv) is due to Marcus and Mizel (cf. the
proof of Lemma 2.1 in [41]), while the remaining implications and equivalence are
new in the vectorial case d > 1, to the best of our knowledge. We note, in particular,
that the equivalence (i) ⇐⇒ (v) improves Proposition 3.92(a) in [4].

To prove the implications (i) ⇒ (iv) and (i) ⇒ (v) we combine the ideas of
Marcus and Mizel (cf. the proof of Lemma 2.1 of [41]) with a Lusin type theorem,
obtained by Liu [39] (see also the work of Acerbi and Fusco [1]) in the Sobolev
setting and later extended by Ambrosio to functions of bounded variation (see
Theorem 5.34 in [4]), which allows to approximate Sobolev functions and functions
of bounded variation with Lipschitz functions. If one could find an extension of
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these approximation results for the Cantor part of the distributional derivative Du
of a function u of bounded variation, then the analogous of Theorem 1.1(iii) would
hold in the vectorial case.

The relevance of the equivalence (i) ⇐⇒ (iv) lies in the fact that purely H1-
unrectifiable sets may be characterized by the Structure Theorem of Besicovitch-
Federer (see Theorem 2.1 below).

In view of Theorem 1.3 we have the following result:

Theorem 1.4 LetΩ ⊂ RN be an open bounded set, 1 ≤ p ≤ ∞, and let h : Rd →
Rm be a Lipschitz continuous function. Then a sufficient condition for the chain
rule (1.5) to hold for every u ∈ W 1,p

(
Ω; Rd

)
is that the set

M2 :=
{
u ∈ Rd : h is not differentiable at u

}
(1.11)

be purely H1-unrectifiable, while a necessary condition is that the set M1 defined
in (1.4) be purely H1-unrectifiable.

We recall that in (1.5) the function ∇uh(u(x)) ∇u(x) is interpreted to be zero
whenever ∇u(x) = 0, irrespective of whether ∇uh(u(x)) is defined. The proof of
the sufficiency part follows exactly as in Theorem 2.1 in [41] (see also the proof of
Theorem 1.5 below), while the necessity follows from the discussion above. Note
that unlike the scalar case d = 1 the sets M1 and M2 do not coincide. It is actually
possible to construct functions h for which ∇uh exist Ld a.e. in Rd, but which are
nowhere differentiable (see e.g. [13]).

Although the right side of (1.5) is formally well defined if u(x) ∈ M2 \ M1,
simple examples show that in general if u0 ∈ M2 \ M1 it is possible to construct
a smooth curve u : (−1, 1) → Rd such that u (0) = u0 and for which the chain
rule fails at x = 0. Thus we are inclined to think that the H1-unrectifiability of M2
should also be a necessary condition for the chain rule to hold, but we have been
unable to prove it.

We are now ready to state one of the main results of the paper.
Let us consider the space L1(div;Ω) :=

{
u ∈ L1(Ω; RN ) : div u ∈ L1(Ω)

}
,

where div v is the distributional divergence.

Theorem 1.5 (Chain rule in L1(div;Ω)) Let Ω ⊂ RN be an open bounded set
and letB : Ω×Rd → RN be a Borel function. Assume that there exist an LN -null
set N ⊂ Ω and a purely H1-unrectifiable set M ⊂ Rd such that

(i) for all u ∈ Rd the function B (·,u) ∈ L1
loc(div;Ω);

(ii) for all x ∈ Ω \ N the function divxB(x, ·) is approximately continuous in
Rd;

(iii) for all x ∈ Ω \ N the functionB (x, ·) is locally Lipschitz in Rd and differen-
tiable in Rd \ M;

(iv) for every Ω′ ×D ⊂⊂ Ω × Rd there exist g ∈ L1(Ω) and L > 0 such that

|B(x,u)| + |divxB(x,u)| ≤ g(x)

for LN a.e. x ∈ Ω′ and for all u ∈ D, and

|∇uB(x,u)| ≤ L

for LN a.e. x ∈ Ω′ and for all u ∈ D \ M.
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Then for every u ∈ W 1,1(Ω; Rd) ∩ L∞
loc(Ω; Rd) the function v : Ω → RN ,

defined by
v(x) := B(x,u(x)) x ∈ Ω,

belongs to L1
loc(div;Ω) and

div v(x) = divxB(x,u(x)) + tr (∇uB(x,u(x)) ∇u(x))

for LN a.e. x ∈ Ω, provided ∇uB(x,u(x)) ∇u(x) is interpreted to be zero when-
ever ∇u(x) = 0, irrespective of whether ∇uB(x,u(x)) is defined.

Remark 1.6 It goes almost without saying that by strengthening the growth condi-
tion (iv) one may obtain v ∈L1(div;Ω), or more generally v ∈Lp(div;Ω) (pro-
vided u ∈ W 1,p(Ω; Rd)). We leave the details to the interested reader.

An important special case is given when B has the form

B(x, u, w) :=
∫ u

w

b(x, s) ds, (1.12)

where b : Ω × R → RN .

Corollary 1.7 Let Ω ⊂ RN be an open bounded set and let b : Ω × R → RN be
a locally bounded Borel function. Assume that there exist an LN -null set N ⊂ Ω
and an L1-null set M ⊂ R such that

(i) for every x ∈ Ω \N the function b(x, ·) is approximately continuous in R\M;
(ii) b (·, u) ∈ L1

loc(div;Ω) for L1 a.e. u ∈ R with divx b ∈L1
loc (Ω × R) .

Then for every u,w ∈ W 1,1(Ω) ∩ L∞
loc(Ω) the function v : Ω → RN , defined by

v(x) :=
∫ u(x)

w(x)
b(x, s) ds,

belongs to L1
loc(div;Ω) and for LN a.e. x ∈ Ω

div v(x) =
∫ u(x)

w(x)
divx b(x, s) ds+ b(x, u(x)) · ∇u(x) − b(x,w(x)) · ∇w(x).

Remark 1.8 We observe that the hypothesis (i) is verified in the following two cases:

(i) b(x, ·) is continuous in R \ M for every x ∈ Ω \ N ;
(ii) b(·, u) is continuous in Ω \ N for every u ∈ R \ M.

See Proposition 2.5 for more details.

Proposition 1.9 Assume that b : Ω × R → RN satisfies all the hypotheses of
Corollary 1.7. Let {un} be a sequence inW 1,1(Ω) converging tou ∈ W 1,1(Ω) with
respect to the strong L1(Ω) convergence, and such that supn ‖un‖L∞(Ω) < ∞.
Then for every φ ∈ C1

c (Ω)

lim
n→∞

∫
Ω

b(x, un (x)) ·∇un(x)φ(x) dx =
∫

Ω

b(x, u(x)) ·∇u(x)φ(x) dx. (1.13)
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Remark 1.10 The condition supn ‖un‖L∞(Ω) < ∞ may be removed if b(x, u) = 0
for |u| ≥ L.

The structure of Proposition 1.9 is of course that of the celebrated Div-Curl
Lemma of Murat and Tartar (see [49]). The situation here is simpler since the
sequencesDn := b(x, un (x)) andEn := ∇un(x) are closely related. At the same
time here we have no uniform bounds on the L1 norms of the ∇un(x).

The hypotheses that b is bounded and b(·, u) ∈ L1
loc(div;Ω)may be significantly

weakened to require b to be a summable function and divx b (·, u) to be a measure
(see Section 5 for more details). It would be interesting to find necessary and
sufficient conditions for (1.13) to hold. Indeed the previous proposition turns out
to be important in the study of lower semicontinuity properties for functionals of
the form

F (u) :=
∫

Ω

(a(x, u) + b(x, u) · ∇u)+ dx or

F (u) :=
∫

Ω

|a(x, u) + b(x, u) · ∇u| dx.

Proposition 1.11 Let b be a function satisfying all the hypotheses of Corollary 1.7.
Let a : Ω × R → R be a Borel function, such that a(x, ·) is lower semicontinuous
on R. Assume also that for every K ⊂⊂ Ω × R there exists h ∈ L1(Ω) such that

a(x, u) ≥ h(x) (1.14)

for all (x, u) ∈ K. Then the functional F (u) :=
∫

Ω
(a(x, u) + b(x, u) · ∇u)+ dx

is lower semicontinuous on W 1,1(Ω) with respect to the strong L1 convergence.

Remark 1.12 We believe that the hypothesis that a(x, ·) is lower semicontinuous
on R is significantly stronger than necessary. Indeed, by taking un (x) :≡ cn ∈ R,
u (x) :≡ c ∈ R with cn → c we obtain that the correct necessary condition for
lower semicontinuity on the function a is that (a(x, ·))+ is lower semicontinuous
on R. It would be interesting to know if Proposition 1.11 continues to hold under
this weaker condition.

Using the fact that |u| = u+ + (−u)+ we easily obtain from the previous
proposition that

Proposition 1.13 Let b be a bounded function satisfying all the hypotheses of
Corollary 1.7. Let a : Ω × R → R be a Borel function, such that a(x, ·) is
continuous on R. Assume also that for everyK ⊂⊂ Ω×R there exists h ∈ L1(Ω)
such that |a(x, u)| ≤ h(x) for all (x, u) ∈ K. Then the functional

F (u) :=
∫

Ω

|a(x, u) + b(x, u) · ∇u| dx (1.15)

is lower semicontinuous on W 1,1(Ω) with respect to the strong L1 convergence.
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The functional (1.15) has been studied by several authors. In particular Dal
Maso [18] has shown that lower semicontinuity may fail, in general, if b = b (x)
is continuous, while Gori and Marcellini [36] have shown that the functional is
lower semicontinuous if b (·, u) is Lipschitz, but fails to be lower semicontinuous
if b (·, u) is only Holder continuous. This latter result has been extended by Gori,
Maggi and Marcellini [37].

In the case when a = a(x) and b = b(x) the hypotheses of Proposition 1.13
reduce to

a ∈ L1
loc(Ω) and b ∈ L∞,1

loc (div;Ω), (1.16)

where the spaces Lp,q
loc(div;Ω) are defined in Section 2. Note that neither a nor b

needs to be continuous.
The conditions (1.16) are almost optimal. Indeed in [34] Gavioli (see also [8,

11], and [32]) has shown the following result.

Theorem 1.14 LetΩ ⊂ RN be an open bounded set, and let f : Ω×RN → [0,∞)
be a Borel integrand such that f(x, ·) is convex in RN for every x ∈ Ω and

0 ≤ f(x, ξ) ≤ ψ(x) + C|ξ|
for every x ∈ Ω and ξ ∈ RN , for some function ψ ∈ L1(Ω) and a positive
constant C. Then the functional F (u) :=

∫
Ω
f(x,∇u) dx is lower semicontinuous

onW 1,1(Ω) with respect to the strongL1(Ω) convergence if and only if there exist
two sequences {an} ⊂ L1(Ω), {bn} ⊂ L∞(div;Ω) such that for LN a.e. x ∈ Ω
and for all ξ ∈ RN

f(x, ξ) = sup
n∈N

{an (x) + bn(x) · ξ}.

We are now ready to state the main lower semicontinuity results of the paper.
We consider first the case when f is continuous in the u variable.

Theorem 1.15 Let Ω ⊂ RN be an open bounded set, and let

f : Ω × R × RN → [0,∞)

be a Borel function such that

(i) f(x, u, ·) is convex in RN for every (x, u) ∈ Ω × R;
(ii) f(x, ·, ξ) is continuous in R for all (x, ξ) ∈ Ω × RN ;

(iii) f is locally bounded;
(iv) for L1 a.e. u ∈ R and for LN a.e. ξ ∈ RN

∇ξf(·, u, ξ) ∈ L1
loc (div;Ω) with divx ∇ξf ∈ L1

loc(Ω × R × R
N ).

Then the functional

F (u) :=
∫

Ω

f(x, u,∇u) dx

is lower semicontinuous onW 1,1(Ω) with respect to the strongL1(Ω) convergence.
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Theorem 1.15(ii) improves a classical result of Serrin [47] (see also [30] and
[36]) where the functionf was required to be continuous together with its derivatives
∇xf , ∇ξf and ∇x (∇ξf).

The key tool in the proof of Theorem 1.15 is an approximation result for convex
functions due to De Giorgi [23], who proved that every convex function f : RN →
R may be approximated by a sequence of affine functions of the formAα +Bα · ξ,
where

Aα :=
∫

RN

f (z) ((N + 1)α (z) + ∇α (z) · z) dz (1.17)

Bα := −
∫

RN

f (z) ∇α (z) dz,

and the functions α ∈ C1
c

(
RN
)

are nonnegative and
∫

RN α (z) dz = 1. The
relevance of this approximation result lies in the fact that the coefficients Aα and
Bα are given explicitly in terms of f and thus in the case when f depends also
on x and u the properties of the coefficients Aα and Bα may be deduced from the
hypotheses on f. This idea was first used in the recent paper of Gori and Marcellini
[36] (see also [37]).

We remark that, when f depends explicitly also on x and u, the continuity of f
in x or u (see hypothesis (ii) in the previous theorem and hypothesis (iii) in the next
theorem) implies the continuity of Aα and Bα in x or u. On the contrary the lower
semicontinuity of f does not seem to imply the lower semicontinuity ofAα; this is
the condition on Aα which assures the lower semicontinuity of the approximating
functionals (see Proposition 1.11, see also Remark 1.12).

Note that Theorem 1.15 cannot be extended to the vectorial case, see [14,15,
25,30] and [44]. This is actually clear from Proposition 1.9. Indeed if we want∫

Ω

b(x,u(x))∇u(x)φ(x) dx

to be continuous with respect to strong convergence in L1 of admissible sequences
{un} without any assumption on {∇un} it is clear that one must necessarily inte-
grate by parts, but in the vectorial case to find a potentialB such that ∇uB(x,u) =
b(x,u) we would need b to be curl free.

Next we consider the case when f is continuous in the x variable.

Theorem 1.16 Let Ω ⊂ RN be an open bounded set, and let

f : Ω × R × RN → [0,∞)

be a Borel function such that

(i) f(x, u, ·) is convex in RN for every (x, u) ∈ Ω × R;
(ii) f(x, u, 0) = 0 for all (x, u) ∈ Ω × R;

(iii) f(·, u, ξ) is continuous on Ω for all (u, ξ) ∈ R × RN ;
(iv) for L1 a.e. u ∈ R and for LN a.e. ξ ∈ RN

∇ξf(·, u, ξ) ∈ L1
loc (div;Ω) with divx ∇ξf ∈ L1

loc(Ω × R × R
N );
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(v) for L1 a.e. u ∈ R and every compact set K ⊂ Ω × RN there exists hu ∈
L1

loc(K) such that
f(x, u, ξ) ≤ hu(x)

for all (x, ξ) ∈ K.

Then the functional

F (u) :=
∫

Ω

f(x, u,∇u) dx

is lower semicontinuous onW 1,1(Ω) with respect to the strongL1(Ω) convergence.

Theorem 1.16 was first proved De Giorgi, Buttazzo and Dal Maso [24] for
integrands of the form f = f(u, ξ) (see also [2,20,21,31]).

Remark 1.17 Condition (iv) in Theorems 1.15 and 1.16 may actually be replaced
by the weaker condition that for L1 a.e. u ∈ R and for every ϕ ∈ D (RN

)
〈∇ξf (x, u, ·) , ϕ (·)〉 ∈ L1

loc (div;Ω) with divx ∇ξf ∈ D′ (RN ;L1
loc(Ω × R)

)
,

where with this notation we mean that for all A ⊂⊂ RN , Ω′ ⊂⊂ Ω, and M > 0
there exists C > 0 and an integer k ∈ N such that∫ M

−M

∫
Ω′

∣∣divx 〈∇ξf (x, u, ·) , ϕ (·)〉A

∣∣ dx du ≤ C ‖ϕ‖Ck
c (A) , (1.18)

for all ϕ ∈ C∞
c (A) . Since

〈∇ξf (x, u, ·) , ϕ (·)〉A =
∫

A

∇ξf (x, u, ξ) ϕ (ξ) dξ

= −
∫

A

f (x, u, ξ) ∇ξϕ (ξ) dξ = − 〈f (x, u, ·) ,∇ξϕ (·)〉A

condition (1.18) becomes∫ M

−M

∫
Ω′

∣∣∣∣divx

∫
A

f (x, u, ξ) ∇ξϕ (ξ) dξ
∣∣∣∣ dx du ≤ C ‖ϕ‖Ck

c (A) . (1.19)

Corollary 1.18 Theorems 1.15 and 1.16 continue to hold if condition (iv) is re-
placed by the hypothesis that f(·, u, ξ) ∈ W 1,1

loc (Ω) for all (u, ξ) ∈ R × RN with
∇xf (·, u, ·) ∈ L1

loc

(
Ω × RN ; RN

)
for L1 a.e. u ∈ R and

divξ ∇xf ∈ L1
loc

(
Ω × R;W−1,∞

loc

(
RN
))
. (1.20)

Condition (1.20) is implied by the simpler assumption that

∇xf ∈ L1
loc
(
Ω × R × RN ; RN

)
.

Hence Corollary 1.18 improves the recent results of Gori and Marcellini in [36]
and of Gori, Maggi and Marcellini [37] (see also the paper of Fusco, Giannetti and
Verde [33] for an extension to the BV setting).

Further improvements may be found on Section 5 below.
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Finally, we remark that an extension to the BV setting of our lower semicon-
tinuity results is not straightforward , as different techniques are required to treat
the jump part of the functional. This problem will be addressed in a forthcoming
paper [22] by the first author in collaboration with Fusco and Verde.

Previous lower semicontinuity results in BV may be found in [18,20,21,31,
33], under various continuity or semicontinuity assumptions of the integrand f in
the x variable, which are not needed in [22].

2. Preliminaries

In this section we collect some preliminary results which will be used in the sequel.
We start with some notation. Here Ω ⊂ RN is an open bounded subset, Lk and
Hk are, respectively, the k dimensional Lebesgue measure and the k dimensional
Hausdorff measure in Euclidean spaces.

A setE ⊂ Rd is purely H1-unrectifiable if H1(E∩w(R)) = 0 for any Lipschitz
function w : R → Rd.

Purely H1-unrectifiable sets with finite (or σ-finite) H1 measure may be char-
acterized by virtue of the Structure Theorem of Besicovitch-Federer (see [9] for
the case N = 2, [28] for the general case N ≥ 2 and the recent simple proof of
White [50])

Theorem 2.1 (Structure Theorem) Let E ⊂ Rd be such that 0 < H1 (E) < ∞.
Then E is purely H1-unrectifiable if and only if

H1 (πLE) = 0 for µ1 a.e. line L ⊂ Rd,

where πL : Rd → L is the orthogonal projection, and µ1 is the Haar measure in
the set of all lines in Rd.

For more informations on the Haar measure we refer to [28] and [29].
Let u : RN → R be Lebesgue measurable. We say that u is approximately

continuous at x0 ∈ RN if for every ε > 0

lim
r→0+

LN
(
B (x0, r) ∩ {x ∈ RN : |u (x) − u (x0)| ≥ ε

})
LN (B (x0, r))

= 0.

We say that x0 ∈ RN is a Lebesgue point of u if

lim
ε→0+

1
LN (B (x0, ε))

∫
B(x0,ε)

|u (x) − u (x0)| dx = 0.

The relation between points of approximate continuity and Lebesgue points is given
by the following proposition:

Proposition 2.2 Let u : RN → R be Lebesgue measurable. If x0 ∈ RN is a
Lebesgue point for u, then u is approximately continuous at x0. Conversely, if
u : RN → R is locally bounded and is approximately continuous at x0, then
x0 ∈ RN is a Lebesgue point for u.

In the sequel we will use often the following result.
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Proposition 2.3 Let u : RN → R be Lebesgue measurable, let ϕε = ϕε (x) be a
standard mollifier and define

uε (x) :=
∫

Ω

ϕε (x− y) u (y) dy.

(i) If x0 ∈ RN is a Lebesgue point for u, then uε (x0) → u (x0) as ε → 0+;
(ii) if u is differentiable at x0 ∈ RN , then ∇uε (x0) → ∇u (x0) as ε → 0+.

Remark 2.4 By (i) and (ii) it follows that ∇uε (x0) → ∇uε (x0) as ε → 0+ if
either u is differentiable at x0 or if ∇u exist LN a.e in a neighborhood of x0 and
x0 is a Lebesgue point for ∇u. These two conditions do not seem to be related in
general. Thus it would be interesting to find a condition weaker than the previous
two and which would still imply that ∇uε (x0) → ∇u (x0) as ε → 0+. This would
allow to improve significantly Theorem 1.5.

Proposition 2.5 Let E be a Lebesgue measurable subset of RN and G a Borel
subset of Rd. Let g : E ×G → R be a Borel function such that for LN a.e. x ∈ E
the function g (x, ·) is continuous onG. Then there exists an LN -null set N ⊂ RN

such that for every u ∈ G the function g(·,u) is approximately continuous inE\N .

Proof. It can be obtained as in [31] (cf. the proof of Theorem 1.3) by using Scorza-
Dragoni Theorem. ��

The following result may be found in the paper of Serrin and Varberg [48].

Theorem 2.6 (i) If u : R → R has finite derivative on a setG, with u′ (x) = 0 for
L1 a.e. x ∈ G, then L1 (u (G)) = 0;

(ii) if u : R → R has derivative (finite or infinite) on a setG, with L1 (u (G)) = 0,
then u′ (x) = 0 for L1 a.e. x ∈ G.

The next result is due to Tonelli and may be found e.g. in [45].

Theorem 2.7 Let I ⊂ R be an interval and consider a function w : I → Rd of
bounded variation. Let s be a length function for w. Then

(i) s′ (x) = |w′ (x)| for L1 a.e. x ∈ I;
(ii) H1 (w (E)) ≤ L1 (s (E)) for every measurable set E ⊂ I.

In the previous theorem a length function s for w is any real function s : I → R

such that s (x) − s (x′) is the total variation of w over [x, x′] for all x, x′ ∈ I with
x < x′.

For every 1 ≤ p, q ≤ ∞ consider the space

Lp,q(div;Ω) :=
{
u ∈ Lp(Ω; RN ) : div u ∈ Lq(Ω)

}
,

where div v is the distributional divergence, namely for every φ ∈ C∞
c (Ω) we have∫

Ω

φ(x) div u(x) dx = −
∫

Ω

∇φ(x) · u(x) dx.
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If p = qwe use the notationLp(div;Ω). The spaceLp,q(div;Ω) has been studied by
several authors. We refer e.g. to [5,6] and [38] for more information and a detailed
bibliography. As usual we set

Lp,q
loc(div;Ω) := {u ∈ Lp,q(div;Ω′) for every Ω′ ⊂⊂ Ω} .

Finally, we present two approximation results due respectively to De Giorgi,
Buttazzo and Dal Maso [24] and to De Giorgi [23].

Proposition 2.8 Let µ : B (X) → [0,∞] be a Radon measure defined on a locally
compact Hausdorff space X. Consider a sequence of Borel measurable functions
un : X → [0,∞] . Then

∫
X

sup
n
un dµ = sup

k∈N

{
k∑

i=1

∫
Ai

ui dµ : Ai ⊂ X open and pairwise disjoint

}
.

Let f : RN → R be a convex function and α ∈ C1
c

(
RN
)

any function with
α ≥ 0 and

∫
RN α (z) dz = 1. Define

Aα :=
∫

RN

f (z) ((N + 1)α (z) + ∇α (z) · z) dz (2.1)

Bα := −
∫

RN

f (z) ∇α (z) dz.

Theorem 2.9 (De Giorgi) Let f, α, Aα and Bα be as above. Then

(i) f (ξ) ≥ Aα +Bα · ξ for all ξ ∈ RN ;
(ii) f (ξ) = sup

β∈B
{Aβ +Bβ · ξ} for all ξ ∈ RN , where

B :=
{
β : β (·) := kNα (k (q − ·)) , k ∈ N, q ∈ QN

}
;

(iii) f (ξ) = lim
j→∞

fj (ξ) for all ξ ∈ RN , where fj (ξ) := sup
i≤j

{Aβi +Bβi · ξ} for

all ξ ∈ RN , with {βi} an ordering of the class B.

Remark 2.10 If f (ξ) ≥ 0 for all ξ ∈ RN or f(ξ) ≥ C(|ξ| − 1) for all ξ ∈ RN and
for some constant C > 0, then we may assume that the approximating functions
fj in (iii) satisfy the same properties. Indeed it suffices to replace fj respectively
with max {fj , 0} and max {fj , C(| · | − 1)}.

3. Proof of Theorems 1.3 and 1.5

In this Section we prove Theorems 1.3, 1.5 and their corollaries. We begin with
Theorem 1.3. As we already mentioned in the introduction the equivalences (i)
⇐⇒ (ii) ⇐⇒ (iii) follow from a result of Choquet (cf. Theorem 16 in [17]), while
the implication (ii) ⇒ (iv) is due to Marcus and Mizel. For the convenience of the
reader we give the full proof.
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Proof of Theorem 1.3. We begin by showing that (i) (resp. (iii)) is equivalent to
require

H1(E ∩ w(I)) = 0 (3.1)

for any Lipschitz function w : I → Rd (resp. any w ∈ BV (I; Rd) ∩ C(I; Rd)),
where I is any subinterval of R. We only prove this for (i), the proof for (iii) being
similar. Assume that (i) holds and for any Lipschitz function w : [a, b] → Rd define
w(x) := w(b) for all x ≥ b and w(x) := w(a) for all x ≤ a. Then w : R → Rd

is a Lipschitz function with w (R) = w ([a, b]) . Hence by (i)

H1(E ∩ w([a, b])) = H1(E ∩ w(R)) = 0.

Conversely if (3.1) holds and w : R → Rd is a Lipschitz function, then

H1(E ∩ w(R)) ≤
∞∑

k=1

H1(E ∩ w([−k, k])) = 0.

Next we prove the equivalence (i)⇔(iii). It clearly suffices to show the implication
(i)⇒(iii). The proof follows closely Choquet (cf. Theorem 16 in [17]). Let w ∈
BV (I; Rd)∩C(I; Rd).Without loss of generality we may assume that I = [0, 1] .
Assume first that w is not constant on any subinterval of I . For each x ∈ I let
s (x) be the length of the rectifiable curve w from 0 to x. Let L := s (1) . Let
h : [0, L] → [0, 1] be the inverse of the function s : [0, 1] → [0, L] and define

u(s) := w (h (s)) s ∈ [0, L] .

Then for 0 ≤ s1 < s2 < L we have∣∣∣∣u(s2) − u(s1)
s2 − s1

∣∣∣∣ =
∣∣∣∣w (h (s2)) − w (h (s1))

s2 − s1

∣∣∣∣ =
∣∣∣∣w (x2) − w (x1)
s (x2) − s (x1)

∣∣∣∣ ≤ 1

where x2 = h (s2) and x1 = h (s1) .Hence u : [0, L] → Rd is a Lipschitz function
and so by (3.1) we have

H1(E ∩ u([0, L])) = H1(E ∩ w(I)) = 0.

In the general case when w may be constant on subintervals of I and so the function
s (x) is not strictly increasing, it suffices to replace s (x) with s (x) + x.

Clearly (iii) in the form (3.1) implies (ii).
Next we prove the equivalence (i)⇔(iv). Assume that (iv) holds. We claim that

E is purely H1-unrectifiable. Indeed, assume by contradiction that there exists a
Lipschitz function w : R → Rd such that

H1(E ∩ w(R)) > 0. (3.2)

By assumption w′ (x) = 0 for L1 a.e. x ∈ w−1(E). Let s be the length function
for w. By Theorem 2.7 we have that s′ (x) = 0 for L1 a.e. x ∈ w−1(E). Let

G :=
{
x ∈ w−1(E) : s′ is finite

}
.
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By Theorem 2.6 we have that

L1 (s (G)) = 0. (3.3)

Since s is Lipschitz it maps L1 null sets into L1 null sets. Hence

L1 (s (w−1(E) \G)) = 0. (3.4)

By Theorem 2.7, (3.3) and (3.4) we have

H1 (w (w−1(E)
)) ≤ L1 (s (w−1(E)

))
= 0

which is a contradiction.
Conversely letE be purely H1-unrectifiable and consider u ∈ W 1,1

loc (RN ; Rd).
Assume first that u is Lipschitz continuous and, following Marcus and Mizel (cf
the proof of Lemma 2.1 in [41]) let L ⊂ RN be a line parallel to the xi-axis,
i = 1, · · · , N. Then

H1(E ∩ u(L)) = 0.

Let M = u−1(E ∩ u(L)) ∩L. Then uj (M) is an L1-null set for all j = 1, · · · , d
since the projection of the H1-null set E ∩ u(L) on any coordinate axis in Rd is
L1-null. Hence by Theorem 2.6

∂uj (x)
∂xi

= 0 for L1 a.e. x ∈ M, j = 1, · · · , d.

Since this is true for all linesL ⊂ RN parallel to the xi-axis it follows from Fubini’s
Theorem that

∇u (x) = 0 for LN a.e. x ∈ u−1(E).

We now remove the additional hypothesis that u is Lipschitz continuous. By Theo-
rem 8 p. 208 in [35] for eachn ∈ N we may find a Lipschitz functionun : RN → Rd

such that
LN ({x ∈ RN : un(x) �= u(x)}) ≤ 1/n. (3.5)

Let En = {x ∈ RN : un(x) �= u(x)}. By the previous part of the proof we
have ∇un (x) = 0 for LN a.e. x ∈ u−1

n (E). Hence ∇u (x) = 0 for LN a.e.
x ∈ u−1(E) \ En for each n ∈ N, that is ∇u (x) = 0 for LN a.e. x ∈ u−1(E) \⋂∞

n=1En. But since

LN

( ∞⋂
n=1

En

)
≤ LN (En) ≤ 1

n
→ 0

it follows that ∇u (x) = 0 for LN a.e. x ∈ u−1(E) and the proof is complete.
The implication (i)⇒(v) follows exactly as in the Sobolev case, with the only

difference that to obtain (3.5) we use Theorem 5.34 and Remark 3.93 in [4]. ��

Next we prove Theorem 1.5.

Proof of Theorem 1.5. Fix φ ∈ C1
c (Ω) and let ϕε = ϕε (x) and ψδ = ψδ (u) be

standard mollifiers. In what follows, for a given function G (x,u), we will use the
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notation Gε (resp. Gδ) to denote the convolution of G (·,u) (resp. G (x, ·)) with
ϕε (resp. ψδ). Define

Bεδ (x,w) :=
∫

Ω

ϕε (x− y)
∫

Rd

ψδ (w − z) B (y, z) dz dy

forx ∈ Ω′ and w ∈ Rd,where suppφ ⊂⊂ Ω′ ⊂⊂ Ω, and 0 < ε < dist (Ω′, ∂Ω).
Let u ∈ W 1,1(Ω; Rd) ∩ L∞

loc(Ω; Rd) and define

vεδ (x) := Bεδ (x,u (x)) .

As Bεδ ∈ C∞ (Ω′ × Rd; RN
)

and u ∈ W 1,1(Ω; Rd) ∩L∞
loc(Ω; Rd) we have that

vεδ ∈ L1(div;Ω′) and

−
∫

Ω′
∇φ(x) ·Bεδ (x,u (x)) dx

= −
∫

Ω′
∇φ(x) · vεδ(x) dx

=
∫

Ω′
φ(x) div vεδ(x) dx (3.6)

=
∫

Ω′
φ(x) [tr (∇uBεδ (x,u (x)) ∇u(x)) + divxBεδ (x,u (x))] dx.

Since ∇uBδ (x, ·) is continuous by Proposition 2.5 we may find an LN null set
N1 ⊂ Ω′ such that for each w ∈ Rd the function ∇uBδ (·,w) is approximately
continuous in Ω′ \ N1. Since ∇uBδ is locally bounded by (iv) it follows that each
x ∈ Ω′ \ N1 is a Lebesgue point for ∇uBδ (·,w) . In turn

∇uBεδ (x,w) → ∇uBδ (x,w)

as ε → 0+ for each x ∈ Ω′ \ N1 and w ∈ Rd. By (iv) and Lebesgue Dominated
Convergence Theorem we have

lim
ε→0+

∫
Ω′
φ tr (∇uBεδ (x,u) ∇u) dx =

∫
Ω′
φ tr (∇uBδ (x,u) ∇u) dx. (3.7)

By hypothesis (iv) there exists g ∈ L1 (Ω′) such that

|B(x,w)| + |divxB(x,w)| ≤ g(x) (3.8)

for LN a.e. x ∈ Ω′ and for all w ∈ B (0; 2R) , where R > ‖u‖L∞(Ω′). Let
{wn} ⊂ B (0;R) , n ≥ 1, be dense in B (0;R) and let Ω′

0 and Ω′
n be respectively

the set of Lebesgue points of g and ofdivxBδ (·,wn) .DefineN2 := Ω′\⋂∞
n=0Ω

′
n.

Clearly LN (N2) = 0. We claim that we have that

divxBεδ (x,w) → divxBδ (x,w) (3.9)

as ε → 0+ for all x ∈ Ω′ \ N2 and for all w ∈ B (0;R) . Indeed since

divxBεδ (x,w) = (divxBδ (x,w))ε
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and since

∇u (divxBδ (x,w)) =
∫

Rd

∇uψδ (w − z) divxB (x, z) dz

it follows from (3.8) that

|∇u (divxBδ (x,w))| ≤ g(x)Cδ

for LN a.e. x ∈ Ω′ and for all w ∈ B (0;R) . In turn

|divxBδ (x,w) − divxBδ (x,w1)| ≤ g(x)Cδ |w − w1| (3.10)

for LN a.e. x ∈ Ω′ and for all w,w1 ∈ B (0;R) .By taking N2 larger, if necessary,
we may assume, without loss of generality that (3.10) holds for all x ∈ Ω′ \ N2
and for all w,w1 ∈ B (0;R) . Fix x0 ∈ Ω′ \ N2 and w ∈ B (0;R) . Since the set
{wn} ⊂ B (0;R) is dense in B (0;R) we may find a subsequence (not relabelled)
of {wn} such that wn → w. Then by (3.10)

| divxBδ (x0,w) − divxBδ (x,w) | ≤ |divxBδ (x0,wn) − divxBδ (x,wn)|
+ |divxBδ (x,w) − divxBδ (x,wn)| + |divxBδ (x0,w) − divxBδ (x0,wn)|
≤ |divxBδ (x0,wn) − divxBδ (x,wn)| + 2g(x)Cδ |w − wn| .

By averaging over B (x0, r) and letting r → 0+ in the previous inequality we get

lim sup
r→0+

1
LN (B (x0, r))

∫
B(x0,r)

|divxBδ (x0,w) − divxBδ (x,w)| dx

≤ 2g(x0)Cδ |w − wn| ,
where we have used the fact that x0 is a Lebesgue point of g and of divxBδ (·,wn) .
Since wn → w letting n → ∞ in the previous inequality proves (3.9). By (3.8),
(3.9) and by Lebesgue Dominated Convergence Theorem we get

lim
ε→0+

∫
Ω′
φ divxBεδ (x,u) dx =

∫
Ω′
φ divxBδ (x,u) dx. (3.11)

Similarly we have

lim
ε→0+

−
∫

Ω′
∇φ ·Bεδ (x,u) dx = −

∫
Ω′

∇φ ·Bδ (x,u) dx. (3.12)

Letting ε → 0+ in (3.6) and using (3.7), (3.11) and (3.12) yields

−
∫

Ω′
∇φ ·Bδ (x,u) dx = (3.13)∫

Ω′
φ (tr (∇uBδ (x,u) ∇u) + divxBδ (x,u)) dx.

Since B (x, ·) is differentiable in Rd \ M we have that

∇uBδ (x,w) → ∇uB (x,w)
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as δ → 0+ for each x ∈ Ω′ \ N and w ∈ Rd \ M, while ∇u(x) = 0 for LN a.e.
x ∈ u−1(M). Hence, again by Lebesgue Dominated Convergence Theorem

lim
δ→0+

∫
Ω′
φ tr (∇uBδ (x,u) ∇u) dx =

∫
Ω′
φ tr (∇uB (x,u) ∇u) dx,

where we have used the fact that B (x, ·) is locally Lipschitz.
For every x ∈ Ω \ N the function B (x, ·) is continuous in Rd, while the

function divxB(x, ·) is approximately continuous in Rd. Hence, since for LN a.e.
fixed x ∈ Ω′ the functions B (x, ·) and divxB(x, ·) are bounded in B (0;R) by
virtue of (3.8), we have that

Bδ (x,w) → B (x,w) , divxBδ(x,w) → divxB(x,w)

as δ → 0+ for LN a.e. x ∈ Ω′ \ N and for all w ∈ B (0;R) . In turn

lim
δ→0+

−
∫

Ω′
∇φ ·Bδ (x,u) dx = −

∫
Ω′

∇φ ·B (x,u) dx,

lim
δ→0+

∫
Ω′
φ divxBδ (x,u) dx =

∫
Ω′
φ divxB (x,u) dx.

In conclusion it follows from (3.13) that

−
∫

Ω′
∇φ ·B (x,u) dx =

∫
Ω′
φ (tr (∇uB (x,u) ∇u) + divxB (x,u)) dx

for every φ ∈ C1
c (Ω). This concludes the proof. ��

Proof of Corollary 1.7. Without loss of generality we may take w ≡ 0. It is easy
to show that the function B (x, u) :=

∫ u

0 b (x, s) ds satisfies all the hypotheses of
the previous theorem. ��

Proof of Proposition 1.9. To prove (1.13) it is enough to show that from any
subsequence of {un} we may extract a further subsequence for which (1.13) holds.
Hence, without loss of generality, we may assume that un → u LN a.e. in Ω. Let

vn : Ω → RN defined by vn(x) :=
∫ un(x)

u(x) b(x, s) ds. By Corollary 1.7 we have

that vn belongs to L1
loc(div;Ω) and

div vn(x)=
∫ un(x)

u(x)
divx b(x, s) ds+b(x, un(x))·∇un(x)−b(x, u(x)) · ∇u(x).

Fix φ ∈ C1
c (Ω). Since

∫
Ω
φ div vn dx = − ∫

Ω
∇φ · vn dx, we get∫

Ω

φb(x, un) · ∇undx = −
∫

Ω

∇φ · vn dx+
∫

Ω

φ b(x, u) · ∇u dx (3.14)

−
∫

Ω

φ (x)

[∫ un(x)

u(x)
divx b(x, s) ds

]
dx.
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Write the third term on the right side of (3.14) as∫∫
supp φ×[−M,M ]

sgn (un (x) − u (x))χDn (x, s) φ(x) divx b(x, s) ds dx,

where Dn ⊂ suppφ× [−M,M ] is the set of all pairs (x, s) such that s belongs to
the segment of endpoints un(x), u(x) and M := supn ‖un‖L∞(Ω). Since

|χDn
(x, s) φ(x) divx b(x, s)|

≤ ‖φ‖L∞(Ω) |divx b(x, s)| ∈ L1 (suppφ× [−M,M ]) ,

it follows by Lebesgue Dominated Convergence Theorem that

lim
n→∞ −

∫
Ω

φ(x)

[∫ un(x)

u(x)
divx b(x, s) ds

]
dx = 0. (3.15)

Let
Mφ := esssup {|b (x, u)| : x ∈ suppφ, u ∈ [−M,M ]} ,

Since
|vn(x)| ≤ Mφ|un(x) − u(x)|

for all x ∈ suppφ, by letting n → ∞ in (3.14) we obtain the desired result also by
(3.15). ��

4. Proof of the lower semicontinuity theorems

Proof of Proposition 1.11 Step 1: We begin by assuming that a (x, u) = 0 and
b(x, u) = 0 for |u| ≥ L for some L > 0. It is not difficult to see that for every
u ∈ W 1,1 (Ω) we have∫

Ω

(a(x, u) + b(x, u) · ∇u)+ dx

= sup
{∫

Ω

[a(x, u) + b(x, u) · ∇u]φdx : φ ∈ C1
c (Ω), 0 ≤ φ ≤ 1

}

Fix φ ∈ C1
c (Ω) with 0 ≤ φ ≤ 1 and let K := suppφ × [−L,L] . By hypothesis

(1.14) there exists hK ∈ L1(Ω) such that a(x, u) ≥ hK(x) for all (x, u) ∈ K.
Since a(x, un(x))φ(x) ≥ hK(x)φ(x) for all x ∈ Ω and all n ∈ N we may apply
Fatou’s Lemma to obtain that

lim inf
n→∞

∫
Ω

a(x, un)φdx ≥
∫

Ω

a(x, u)φdx.

Using Proposition 1.9 and Remark 1.10 we obtain

lim inf
n→∞ F (un) ≥ lim inf

n→∞

∫
Ω

[a(x, un) + b(x, un) · ∇un]φdx

≥
∫

Ω

[a(x, u) + b(x, u) · ∇u]φdx

and by taking the supremum over all φ, we get the desired result.
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Step 2: We now remove the extra assumption that a (x, u) = 0 and b(x, u) = 0 for
|u| ≥ L. For every k ∈ N let

σk(u) :=




1 |u| ≤ k − 1,
−|u| + k k − 1 < |u| ≤ k,

0 |u| > k,

(4.1)

Then

lim inf
n→∞ F (un) ≥ lim inf

n→∞

∫
Ω

σk(un) (a(x, un) + b(x, un) · ∇un)+ dx. (4.2)

Since the functions ak (x, u) := σk (u) a(x, u), and bk (x, u) := σk (u) b(x, u)
satisfy all the hypotheses of Step 1 from (4.2) we get

lim inf
n→∞ F (un) ≥

∫
Ω

σk(u) (a(x, u) + b(x, u) · ∇u)+ dx

≥
∫

{x∈Ω: |u(x)|≤k−1}
(a(x, u) + b(x, u) · ∇u)+ dx.

By Lebesgue Monotone Convergence Theorem, letting k → ∞ yields the desired
result. ��

We are now ready to prove Theorem 1.15

Proof of Theorem 1.15. By Theorem 2.9 there exists a sequence {αk} ⊂C∞
c (RN ),

with αk ≥ 0 and
∫

RN αk(ξ) dξ = 1 such that for every (x, u, ξ) ∈ Ω × R × RN

we have
f(x, u, ξ) = sup

k∈N

(ak(x, u) + bk(x, u) · ξ)+ , (4.3)

where

ak(x, u) :=
∫

RN

f(x, u, ξ) ((N + 1)αk(ξ) + ∇αk(ξ) · ξ) dξ (4.4)

bk(x, u) := −
∫

RN

f(x, u, ξ)∇αk(ξ) dξ.

By Proposition 2.8 we get that

F (u) = sup
j∈N

{
j∑

k=1

∫
Ak

(ak(x, u) + bk(x, u) · ∇u)+ dx : Ak ⊂ Ω open, disjoint

}
.

Thus to prove the lower semicontinuity of the functional F (u) it suffices to prove
lower semicontinuity of each functional∫

Ak

(ak(x, u) + bk(x, u) · ∇u)+ dx. (4.5)

We claim that the functions defined in (4.4) satisfy all the hypotheses of Propo-
sition 1.11. Indeed, by (i)-(iii) it follows from Lebesgue Dominated Convergence
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Theorem that the functions ak(x, ·) and bk(x, ·) are continuous. Moreover by (iii)
the functions ak and bk are locally bounded.

Finally, since by Lemma 2.2 in [7] we have that for each fixed (x, u) ∈ Ω × R

sup
ξ∈B(0;r)

|∇ξf(x, u, ξ)| ≤
√
N

r
osc (f(x, u, ·);B (0; 2r)) , (4.6)

it follows from (iii) that ∇ξf ∈ L1
loc(Ω× R × R

N ; RN ). Fix φ ∈ C1
c (Ω), then by

(iv), for L1 a.e. u ∈ R∫
Ω

∇φ (x) · bk(x, u) dx = −
∫

Ω

∇φ (x) ·
∫

RN

f(x, u, ξ)∇αk(ξ) dξ dx

=
∫

Ω

∇φ (x) ·
∫

RN

∇ξf(x, u, ξ)αk(ξ) dξ dx (4.7)

=
∫

RN

αk(ξ)
∫

Ω

∇φ (x) · ∇ξf(x, u, ξ) dx dξ

= −
∫

RN

αk(ξ)
∫

Ω

φ (x) divx ∇ξf(x, u, ξ) dx dξ

= −
∫

Ω

φ (x)
∫

RN

αk(ξ) divx ∇ξf(x, u, ξ) dξ dx.

Hence

divx bk (x, u) =
∫

RN

αk(ξ) divx ∇ξf(x, u, ξ) dξ

and divx bk∈L1
loc (Ω × R) again by (iv). ��

To prove Theorem 1.16 we begin with the following proposition.

Proposition 4.1 Let

a : Ω × R → R, b : Ω × R → RN

be two Borel functions. Assume that there exists an L1-null set M ⊂ R such that
a(·, u) and b(·, u) are continuous on Ω for every u ∈ R \ M. Suppose also that
a(x, u) ≤ 0 for every x ∈ Ω and u ∈ R and that b satisfies condition (ii) of
Corollary 1.7. Then the functional

F (u) :=
∫

Ω

(a(x, u) + b(x, u) · ∇u)+ dx

is lower semicontinuous onW 1,1(Ω)with respect to the strongL1(Ω) convergence.

Proof. Step 1: Assume first that the functions a and b are bounded. As in Corollary
2.5 in [2], by Scorza-Dragoni theorem (see [26]) we may find an increasing sequence
Ki of compact subsets of R such that

L1 (R \ E) = 0, where E :=
⋃
i∈N

Ki, (4.8)
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and a : Ω ×Ki → R is continuous. For every i ∈ N we have

lim inf
n→∞ F (un) ≥ lim inf

n→∞

∫
Ω

χKi(un) (a(x, un) + b(x, un) · ∇un)+ dx. (4.9)

Since a : Ω ×Ki → R is continuous and a(x, u) ≤ 0 the function χKi(u)a(x, u)
is lower semicontinuous in the variable u ∈ R. Since the functions

ai (x, u) := χKi (u) a(x, u), bi (x, u) := χKi (u) b(x, u)

satisfy all the hypotheses of Proposition 1.11 from (4.9) we get

lim inf
n→∞ F (un) ≥

∫
Ω

χKi(u) (a(x, u) + b(x, u) · ∇u)+ dx.

By Lebesgue Monotone Convergence Theorem, letting i → ∞ yields

lim inf
n→∞ F (un) ≥

∫
Ω

χE(u) (a(x, u) + b(x, u) · ∇u)+ dx. (4.10)

On the other, since L1 (R \ E) = 0 by (4.8) we have that ∇u = 0 LN a.e. in
u−1(R \ E), and as

(a(x, u) + b(x, u) · ξ)+ = (a(x, u))+ = 0 (4.11)

whenever ξ = 0 it follows from (4.10) that

lim inf
n→∞ F (un) ≥

∫
Ω

χE(u) (a(x, u) + b(x, u) · ∇u)+ dx

=
∫

Ω

(a(x, u) + b(x, u) · ∇u)+ dx.

Step 2: We now remove the additional hypothesis that a and b are bounded. Fix
φ ∈ C1

c (Ω) with 0 ≤ φ ≤ 1 and let

Mφ(u) := max
x∈Ω

{φ(x)(|a(x, u)| + |b(x, u)|)}.

For every k ∈ N let

τk(s) :=

{
1 |s| ≤ k,

0 |s| > k.

Then

lim inf
n→∞ F (un) (4.12)

≥ lim inf
n→∞

∫
Ω

φ τk(Mφ(un)) (a(x, un) + b(x, un) · ∇un)+ dx.

Since the functions

ak (x, u) := φ (x) τk(Mφ(u)) a(x, u), bk (x, u) := φ (x) τk(Mφ(u)) b(x, u)
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satisfy all the hypotheses of the previous step from (4.12) we get

lim inf
n→∞ F (un) ≥

∫
Ω

φ τk(Mφ(u)) (a(x, u) + b(x, u) · ∇u)+ dx.

By Lebesgue Monotone Convergence Theorem, letting k → ∞ we obtain

lim inf
n→∞ F (un) ≥

∫
Ω

φ (a(x, u) + b(x, u) · ∇u)+ dx.

It now suffices to let φ ↗ 1 and use again Lebesgue Monotone Convergence
Theorem. ��
Proof of Theorem 1.16. We proceed as in the proof of Theorem 1.15 until (4.5). We
claim that the functions defined in (4.4) satisfy all the hypotheses of Proposition
4.1. As f(x, u, 0) = 0, it follows from (4.3) that ak(x, u) ≤ 0 for each k ∈ N. By
(i), (iii) and (v) it follows from Lebesgue Dominated Convergence Theorem that
the functions ak(·, u) and bk(·, u) are continuous inΩ for L1 a.e. u ∈ R. Moreover
by (iv) and (4.6) it follows from (iii) that ∇ξf (·, u, ·) ∈ L1

loc(Ω×R
N ; RN ) for L1

a.e. u ∈ R. Fix φ ∈ C1
c (Ω), then as in Theorem 1.15 we have that∫

Ω

∇φ (x) · bk(x, u) dx = −
∫

Ω

φ (x)
∫

RN

αk(ξ) divx ∇ξf(x, u, ξ) dξ dx

so that

divxbk (x, u) =
∫

RN

αk(ξ) divx ∇ξf(x, u, ξ) dξ

with divx bk∈L1
loc (Ω × R) by (iv). ��

Next we prove Corollary 1.18.

Proof of Corollary 1.18. Condition (1.20) is equivalent to∫ M

−M

∫
Ω′

‖divξ ∇xf‖W −1,∞(A) dx du ≤ C,

where, as before A ⊂⊂ RN , Ω′ ⊂⊂ Ω, M > 0 and C = C (Ω′,M,A) . Hence∫ M

−M

∫
Ω′

sup
‖ϕ‖

W
1,1
0 (A)

≤1
〈divξ ∇xf, ϕ〉A dx du ≤ C,

which may be rewritten as∫ M

−M

∫
Ω′

sup
‖ϕ‖

W
1,1
0 (A)

≤1
−
∫

A

∇xf (x, u, ξ) · ∇ξϕdξ dx du ≤ C,

and in turn∫ M

−M

∫
Ω′

∣∣∣∣
∫

A

∇xf (x, u, ξ) · ∇ξϕdξ

∣∣∣∣ dx du ≤ C ‖ϕ‖W 1,1
0 (A) , (4.13)
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for all ϕ ∈ W 1,1
0 (A) . Let

g (x, u) :=
∫

A

f (x, u, ξ) ∇ξϕdξ.

Fix φ ∈ C1
c (Ω′). Then∫

Ω′
∇φ (x) · g (x, u) dx =

∫
Ω′

∇φ (x) ·
∫

A

f (x, u, ξ) ∇ξϕ (ξ) dξ dx

=
∫

A

∇ξϕ (ξ) ·
∫

Ω′
f (x, u, ξ) ∇φ (x) dx dξ

= −
∫

A

∇ξϕ (ξ) ·
∫

Ω′
∇xf (x, u, ξ)φ (x) dx dξ

= −
∫

Ω′
φ (x)

∫
A

∇xf (x, u, ξ) · ∇ξϕ (ξ) dξ dx.

Hence g (·, u) ∈ L1 (div;Ω′) with

divx g (x, u) =
∫

A

∇xf (x, u, ξ) · ∇ξϕ (ξ) dξ.

By (4.13) we have that

∫ M

−M

∫
Ω′

∣∣∣∣
∫

A

∇xf (x, u, ξ) · ∇ξϕdξ

∣∣∣∣ dx du
=
∫ M

−M

∥∥divx 〈f (x, u, ·) ,∇ξϕ (·)〉A

∥∥
L1(Ω′) du ≤ C ‖ϕ‖W 1,1

0 (A) ,

which clearly implies (1.19). ��

Remark 4.2 From the previous proof it is clear that condition (1.20) is implied by
the simpler assumption that

∇xf ∈ L1
loc
(
Ω × R × RN ; RN

)
.

5. Additional results

In this section we present some additional results. As in [2] and in [24], we begin
by proving that in Theorem 1.16 the hypothesis f(x, u, 0) ≡ 0 may be replaced by
some weaker conditions. This requires some preliminary work.

Proposition 5.1 LetΩ ⊂ RN be an open bounded set and assume that b : Ω×R →
RN satisfies all the assumptions of Corollary 1.7, with the only exception that local
boundedness is replaced by the weaker condition that for every Ω′ ⊂⊂ Ω there
exists g ∈ L1

loc(R) such that

|b(x, u)| ≤ g(u) (5.1)
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for LN a.e.x ∈ Ω′ and for L1 a.e.u ∈ R. Then for everyu,w ∈ W 1,1(Ω)∩L∞(Ω)
such that∫

Ω

(b(x, u) · ∇u)+ dx < +∞,

∫
Ω

(b(x,w) · ∇w)+ dx < +∞, (5.2)

the function v : Ω → RN , defined by v(x) :=
∫ u(x)

w(x) b(x, s) ds, belongs to

L1
loc(div;Ω) and for LN a.e. x ∈ Ω

div v(x) =
∫ u(x)

w(x)
divx b(x, s) ds+ b(x, u(x)) · ∇u(x) − b(x,w(x)) · ∇w(x).

Proof. See Lemma 5 in [24] and Lemma 11 in [20]. ��
Proposition 5.2 Assume that b : Ω × R → RN satisfies all the hypotheses of
Proposition 5.1. Let {un} be a sequence in W 1,1(Ω) converging to u ∈ W 1,1(Ω)
with respect to the strong L1(Ω) convergence, and such that supn ‖un‖L∞(Ω) <
∞. If ∫

Ω

(b(x, un) · ∇un)+ dx < +∞,

∫
Ω

(b(x, u) · ∇u)+ dx < +∞,

then for every φ ∈ C1
c (Ω)

lim
n→∞

∫
Ω

b(x, un) · ∇un φdx =
∫

Ω

b(x, u) · ∇uφ dx.

Proof. We proceed as in the proof of Proposition 1.9 until (3.15), with the only
difference that we use Proposition 5.1 in place of Corollary 1.7. Thus to complete
the proof it remains to show that

lim
n→∞

∫
Ω

∇φ (x) ·
∫ un(x)

u(x)
b(x, s) ds dx = 0.

Fix Ω′ with suppφ ⊂⊂ Ω′ ⊂⊂ Ω and let g ∈ L1
loc(R) be the corresponding

function given in (5.1). Then∣∣∣∣∣
∫

Ω

∇φ (x) ·
∫ un(x)

u(x)
b(x, s) ds dx

∣∣∣∣∣ ≤
∫

Ω

|∇φ (x)|
∣∣∣∣∣
∫ un(x)

u(x)
g(s) ds

∣∣∣∣∣ dx → 0

by Lebesgue Dominated Convergence Theorem since g ∈ L1([−M,M ]), where
as before M := supn ‖un‖L∞(Ω). ��
Theorem 5.3 Theorem 1.16 continues to hold if the condition f(x, u, 0) ≡ 0 is
replaced by the assumptions that f(x, ·, 0) is lower semicontinuous on R for LN

a.e. x ∈ Ω, and that there exists a Borel function

λ : Ω × R → RN ,

with λ(x, u) ∈ ∂ξf(x, u, 0) for every (x, u) ∈ Ω × R, such that
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(i) for every Ω′ ⊂⊂ Ω there exists g ∈ L1
loc(R) such that

|λ(x, u)| ≤ g(u)

for LN a.e. x ∈ Ω′ and for L1 a.e. u ∈ R;
(ii) λ(·, u) is continuous on Ω for L1 a.e. u ∈ R;

(iii) λ(·, u) ∈ L1
loc(div;Ω) for L1 a.e. u ∈ R, with divx λ ∈ L1

loc (Ω × R) .

Proof. See Theorem 1 in [24]. ��
In what follows M (Ω) denotes the space of real valued Radon measures and

Mloc(Ω) is the space of all real valued set functions µ defined on the relatively
compact Borel subsets of Ω such that µ ∈ M(Ω′) for every Ω′ ⊂⊂ Ω. Given
µ ∈ M (Ω) we use the notation

µ ⊥ HN−1

to indicate that

µ (E) = 0 for any Borel set E ⊂ Ω such that HN−1 (E) < ∞.

In analogy with the spaces Lp(div;Ω) we define

Mp(div;Ω) :=
{
u ∈ Lp(Ω; RN ) : div u ∈ M (Ω)

}
,

and
Mp

loc(div;Ω) = {u ∈ Mp(div;Ω′) for every Ω′ ⊂⊂ Ω} .
We also consider the subspaces

Xp(div;Ω) :=
{
u ∈ Mp(div;Ω) : |div u| ⊥ HN−1} ,

and
Xp

loc(div;Ω) := {u ∈ Xp(div;Ω′) for every Ω′ ⊂⊂ Ω} .
We remark that the measure |div u| is absolutely continuous with respect to HN−1

(see Proposition 3.1 in [16]).

Proposition 5.4 LetΩ ⊂ RN be an open bounded set and assume that b : Ω×R →
RN satisfies all the assumptions of Corollary 1.7, with the only exception that
condition (ii) is replaced by

(ii)′ b(·, u) ∈ X1
loc(div;Ω) for L1 a.e. u ∈ R with divx b ∈ L1

loc (R;Mloc(Ω)) .

Then for every u,w ∈ W 1,1(Ω) ∩ L∞(Ω) the function v : Ω → RN , defined by

v(x) :=
∫ u(x)

w(x) b(x, s) ds, belongs to M1
loc(div;Ω) and for every φ ∈ C1

c (Ω) we
have ∫

Ω

∇φ (x) · v (x) dx

= −
∫

[0,∞]

(∫
Ωu,w,s

sgn (u (x) − w (x)) φ (x) dµs (x)

)
ds

−
∫

Ω

φ (x) (b(x, u (x)) · ∇u (x) − b(x,w (x)) · ∇w (x)) dx,
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where µs := divx b(·, s) and

Ωu,w,s := {x ∈ Ω : s belongs to the segment of endpoints u(x), w(x)} .
Remark 5.5 If the condition b(·, u) ∈ X1

loc(div;Ω) is replaced by the stronger
assumption that b(·, u) ∈ BVloc(Ω; RN ) then the assumption |Dxb| (·, u) ⊥ HN−1

is equivalent to the approximate continuity of b(·, u) at HN−1 a.e. x ∈ Ω (see [29],
p. 485).

Proof. As in the proof of Proposition 5.1, without loss of generality we may take
w ≡ 0 and u ≥ 0. We may also assume that u is precisely represented. Fix
φ ∈ C1

c (Ω) and let ϕε = ϕε (x) be a standard mollifier. Define

bε (x, u) :=
∫

Ω

ϕε (x− y) b (y, u) dy

for x ∈ Ω′ and u ∈ R, where suppφ ⊂⊂ Ω′ ⊂⊂ Ω, and 0 < ε < dist (Ω′, ∂Ω) .
By Corollary 1.7 we have∫

Ω

∇φ · vε dx = −
∫

Ω

φ (x)

(∫ u(x)

0
divx bε(x, s) ds+ bε(x, u) · ∇u

)
dx,

where vε(x) :=
∫ u(x)
0 bε(x, s) ds. As in the proof of Theorem 1.5 we have that

∫
Ω

∇φ · v + φ b(x, u) · ∇u dx = − lim
ε→0+

∫
Ω

φ (x)
∫ u(x)

0
divx bε(x, s) ds dx.

By Fubini’s Theorem∫
Ω

φ (x)
∫ u(x)

0
divx bε(x, s) ds dx

=
∫

[0,∞]

(∫
{x∈Ω: u(x)>s}

φ (x) divx bε(x, s) dx

)
ds.

We claim that for L1 a.e. s ∈ R we have

lim
ε→0+

∫
{x∈Ω: u(x)>s}

φdivx bε(x, s) dx =
∫

{x∈Ω: u(x)>s}
φ (x) dµs (x) .

By the coarea formula in W 1,1(Ω) (see e.g. Theorem 1.1. in [40]) the set u−1 (s)
is countably HN−1 rectifiable for L1 a.e. s ∈ R. Let s ∈ R be such that b(·, s) ∈
X1

loc(div;Ω) and u−1 (s) is countably HN−1 rectifiable, and fix suppφ ⊂⊂
Ωs ⊂⊂ Ω′ such that |µs| (∂Ωs) = 0. As µs = divxb(·, s) ⊥ HN−1 we deduce

|µs|
(
∂Ωs ∪ u−1 (s)

)
= 0.

Since by Theorem 2.2 in [4] we have that divx bε(·, s) LN ∗
⇀ µs in the sense of

measures it follows that∣∣divx bε(·, s)LN
∣∣ ({x ∈ Ωs : u (x) > s}) → |µs| ({x ∈ Ωs : u (x) > s}) .
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In turn, by Proposition 2 p. 38 in [35] we have that

lim
ε→0+

∫
{x∈Ωs: u(x)>s}

ψ (x) divx bε(x, s) dx =
∫

{x∈Ωs: u(x)>s}
ψ (x) dµs (x)

for every ψ ∈ C (Ωs) ∩ L∞ (Ωs) . In particular, since suppφ ⊂⊂ Ωs it follows
that

lim
ε→0+

∫
{x∈Ωs: u(x)>s}

φ (x) divx bε(x, s) dx =
∫

{x∈Ωs: u(x)>s}
φ (x) dµs (x) .

By (ii) and Lebesgue Dominated Convergence Theorem we obtain

∫
Ω

∇φ · v + φ b(x, u) · ∇u dx =
∫

[0,∞]

(∫
{x∈Ω: u(x)>s}

φ (x) dµs (x)

)
ds.

��

Acknowledgement. The authors would like to thank L. Ambrosio, G. Dal Maso, N. Fusco
and F. Gastaldi for stimulating discussions on the subject of this paper. The research of G.
Leoni was partially supported by MIUR and he would like to thank the hospitality of the
Dipartimento di Metodi e Modelli Matematici per le Scienze Applicate of the University of
Rome “La Sapienza”. The authors would also like to thank the referees for many important
suggestions and improvements to the paper.

References

1. Acerbi, E., Fusco, N.: Semicontinuity problems in the calculus of variations. Arch. Rat.
Mech. Anal. 86, 125–145 (1984)

2. Ambrosio, L.: New lower semicontinuity results for integral functionals. Rend. Accad.
Naz. Sci. XL, 11, 1–42 (1987)

3. Ambrosio, L., Dal Maso, G.: A general chain rule for distributional derivatives. Proc.
Amer. Math. Soc. 108, 691–702 (1990)

4. Ambrosio, L., Fusco, N., Pallara, D.: Functions of bounded variation and free disconti-
nuity problems. Oxford University Press, Inc. New York, 2000

5. Anzellotti, G.: Pairings between measures and bounded functions and compensated
compactness. Ann. Mat. Pura Appl. 135, 293–318 (1983)

6. Baiocchi, C., Capelo, A.: Variational and quasivariational inequalities. Wiley-
Interscience, 1983

7. Ball, J.M., Kirchheim B., Kristensen, J.: Regularity of quasiconvex envelopes. Calc.
Var. Partial Differ. Equ. 11, 333–359 (2000)
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32. Fusco, N.: Dualità e semicontinuità per integrali del tipo dell’area. Rend. Accad. Sci.

Fis. Mat., IV. Ser. 46, 81–90 (1979)
33. Fusco, N., Giannetti F., Verde, A.: A remark on the L1−lower semicontinuity for integral

functionals in BV . (to appear)
34. Gavioli, A.: Necessary and sufficient conditions for the lower semicontinuity of certain

integral functionals. Ann. Univ. Ferrara Sez. VII Sc. Mat. XXXIV, 219–236 (1988)
35. Giaquinta, M., Modica G., Soucek, J.: Cartesian currents in the calculus of variations

I. Cartesian currents. Ergebnisse der Mathematik und ihrer Grenzgebiete, 3. Folge. 37.
Berlin: Springer. xxiv, 1998

36. Gori, M., Marcellini, P.: An extension of a Serrin’s semicontinuity Theorem. J. Convex
Analysis (to appear)

37. Gori, M., Maggi, F., Marcellini, P.: On some sharp conditions for lower semicontinuity
in L1. Differential and Integral Equations 16, 51–76 (2003)

38. Kohn, R.V., Temam, R.: Dual spaces of stresses and strains, with applications to Hencky
plasticity. Appl. Math. Optimization 10, 1–35 (1983)

39. Liu, F.C.: A Luzin type property of Sobolev functions, Indiana Univ. Math. J. 26, 645–
651 (1977)
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